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BUSINESS PROCESS CHANGE FOR THE 
COGNITIVE ERA

NEW automation and cognitive tech-

nologies present a unique opportuni-

ty to redesign knowledge-based work, 

but they likely won’t do so without a concerted 

effort to redesign work processes around their 

capabilities. In order to achieve the productivi-

ty and effectiveness benefits that these technol-

ogies offer, companies may need to adopt, or 

readopt, techniques from a variety of system-

atic approaches to process improvement and 

change. This time, however, they may want to 

take a synthetic approach to process change 

that is consistent with the unique capabilities 

of cognitive technology.

THE REBIRTH OF REENGINEERING? 

IN the early 1990s, one of the most impor-

tant management trends was “business 

process reengineering” (BPR).1 This set of 

ideas, which encouraged order-of-magnitude 

improvement in broad business processes, was 

widely advanced in best-selling books, and led 

to considerable activity among consulting firms. 

The primary drivers of the BPR movement 

were need to substantially improve productiv-

ity (in part because of a perceived threat from 

Japanese competitors) and a powerful new set 

of information technologies, such as enterprise 

resource planning (ERP) systems, direct con-

nections between customers and suppliers, 

and the then-nascent Internet. BPR may have 

been the only process change approach that 

specifically addressed information technology 

as an enabler of innovation and improvement.

Some of the same opportunities and threats ap-

pear to be present today. Productivity growth 

in the United States has slowed for several 

years,2 and some prominent economists have 

proclaimed that information technologies have 

never fueled the productivity improvements of 

which they might be capable.3 As for threats, 

established firms’ primary perceived risks no 

longer come from large Japanese competitors, 

but from nimble start-ups in regions like Sili-

con Valley.

On the technology front, perhaps the most dis-

ruptive collection of tools is found in cognitive 

technologies, the contemporary term for arti-

ficial intelligence. This group of technologies, 

which includes deep and machine learning, 

natural language processing (NLP) and gener-

ation, robotic process automation (RPA), and 

older tools based on rule and recommendation 

engines, is currently capturing substantial at-

tention as a source of business and workforce 

disruption. Perhaps, as in the earlier genera-

tion of process reengineering, this generation 

of technologies can become a driver of work 

transformation. Also, as in the 1990s, the de-

sired transformation won’t take place with 

technology alone. 

It may be time, then, for a renaissance of BPR—

this time with a specific focus on cognitive 

technologies as an enabler of process change, 

and with a more synthetic approach to process 



www.deloittereview.com

111

In addition to focusing on broad, cross-functional processes and 
radical improvements to them, BPR also differs from other process-
focused improvement approaches in that it has a strong focus on 
information technology.

change methods. The marriage seems a good 

match. Cognitive technologies need a set of 

management structures and best implementa-

tion practices to yield the benefits of which they 

are capable. BPR could use some updating to 

accommodate contemporary technologies, and 

an injection of new change techniques could 

make it a more effective methodology. 

Most importantly, immediate opportunities 

for business improvement from cognitive tech-

nologies are likely not being realized because 

complementary process changes aren’t be-

ing designed and implemented. At one large 

bank, for example, NLP technology was used 

to extract payment terms from a large volume 

of vendor contracts. The terms were then com-

pared to the amounts actually paid by the bank 

in a large number of invoices (from which the 

payment amounts had also been extracted with 

a different set of cognitive tools). The automat-

ed analysis identified tens of millions of dollars 

in contract/invoice mismatches, most of the 

value of which would accrue to the bank. But 

the value couldn’t be captured until the bank 

redesigned its processes to review the mis-

matches and approach vendors to negotiate 

recovery of inaccurate payments. 

Another opportunity for cognitive work rede-

sign may be in the thousands of projects un-

derway today involving RPA.4 This technology 

makes it relatively easy to automate structured 

digital tasks that involve interaction with 

multiple information systems. But perhaps 

because of the ease of automating these tasks, 

very few organizations undertake a systematic 

effort to redesign the processes and underlying 

tasks before automating them. While RPA typi-

cally leads to substantial gains in efficiency, a 

process reengineering initiative might reveal 

substantially greater opportunities for efficien-

cy and effectiveness.

THE POWER OF PROCESS

WHILE other approaches to organi-

zational structure—primarily in-

cluding business functions such 

as marketing, finance, and supply chain—may 

be more familiar, business processes can bring 

a powerful perspective on monitoring and im-

proving work. Process thinking is at the core 

of not only business process reengineering, 

but also Total Quality Management, Six Sigma, 

and Lean. 

Processes are structured sets of activities to ac-

complish a work-related objective. They can be 
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broad, cross-functional processes that encom-

pass many activities (“order to cash” or “pro-

cure to pay”) or small processes that involve 

only a few activities (“certify vendor”). BPR 

was intended to create radical improvements 

in broad processes, the idea being that radi-

cal change required taking on many activities 

at once and that only broad process improve-

ments would be visible and beneficial to cus-

tomers. Six Sigma and Lean tend to focus on 

smaller processes with the idea of making 

many incremental improvements to them. 

In addition to focusing on broad, cross-func-

tional processes and radical improvements 

to them, BPR also differs from other process- 

focused improvement approaches in that it 

has a strong focus on information technology. 

Again, the rationale is that IT has the ability 

to enable dramatically new ways of working, 

which is one way to achieve radical improve-

ments in a process. This was the first—and 

perhaps still the only—business improvement 

method to couple the power of technology and 

structured ways of looking at work. 

In practice, the technology most likely to sup-

port BPR initiatives in the 1990s was ERP sys-

tems, which became popular at the same time. 

The breadth of these systems and their inher-

ent process orientation made them a good fit 

for reengineering. However, the difficulty and 
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expense of implementing ERP systems and the 

challenges of adapting them to fit customized 

business processes probably contributed to the 

high failure rate of BPR projects—estimated at 

between 50 and 70 percent, though never with 

any rigorous attempts at classification of suc-

cess and failure.5

Cognitive technologies are almost always nar-

rower in their scope of application than ERP. 

Hence, reengineering methods may need to be 

modified to some extent to accommodate the 

fact that cognitive technologies automate or 

support tasks, not entire processes. Perhaps a 

synthesis of reengineering methods and Lean 

or Six Sigma approaches—which can also be 

relatively narrow in their focus—would be ap-

propriate. Such a blend could couple a broad 

process innovation vision using cognitive ca-

pabilities with a set of shorter-term improve-

ments in specific tasks.

COGNITIVE TECHNOLOGIES AND THEIR 
IMPACT ON PROCESS TASKS

COGNITIVE technologies have in com-

mon the ability to perform tasks with 

some degree of autonomy that previ-

ously only humans could perform. They differ, 

however, in the types of tasks for which they 

were intended.6 Four types of tasks that can be 

commonly addressed by cognitive technologies 

include analyzing numbers, analyzing text and 

images, performing digital tasks, and perform-

ing physical tasks. 

Analyzing numbers. A key aspect of some 

cognitive technologies—most forms of statis-

tical machine learning, for example—involves 

analyzing numbers in structured formats. If 

any statistical analysis is to be used in a cog-

nitive system, at some point, all forms of data 

must be converted into structured number for-

mats. 

Early numerical analysis was primarily for hu-

man decision support, requiring skilled users 

to direct their use. Now, however, they can 

run on their own in an automated or semi-

automated fashion. Simple machine learning 

methods can bring different variables into and 

out of the model to try to create the best fit to 

the data and the best set of predictions. More 

complex machine learning models can learn 

from labeled data and determine strategies in 

complex business situations, including fraud 

detection and personalized marketing. 

Analyzing words and images. It’s always 

been the province of human beings to read or 

listen to words and view images, and determine 

their meaning and significance—a key aspect 

of human cognition. But now there are a wide 

variety of tools that are beginning to do just 

that. Words are increasingly “understood”—

counted, classified, interpreted, predicted, and 

so on—through technologies such as machine 

learning, natural language processing, neural 

networks, deep learning, and so forth. Some of 

the same technologies—deep learning in par-

The rise of cognitive work (re)design
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ticular—are being used to analyze and identify 

images. 

Your smartphone can perform many of these 

tasks. But the analysis of words and images 

on a large scale comprises a different category 

of capability. One such application involves 

translating large volumes of text across lan-

guages. Another is to answer questions as a 

human would. A third is to make sense of lan-

guage in a way that can either summarize it 

or generate new passages. A fourth common 

application, which is mentioned above, is to 

use linguistic understanding 

to extract relevant informa-

tion from documents such as 

contracts and invoices. This 

relatively prosaic task is often 

quite useful in administrative 

processes. 

Image identification and 

classification is the other 

key activity in this category.  

“Machine vision” has existed for many years, 

but today, many companies are interested in 

more sensitive and accurate vision tasks: rec-

ognizing faces, classifying photos on the Inter-

net, or assessing the collision damage to a car. 

This sort of automated vision requires more so-

phisticated tools to match particular patterns 

of pixels to a recognizable image.7 Our eyes and 

brains are great at this, but computers are just 

beginning to get good at it. Machine learning 

and “deep learning” neural networks seem to 

be the most promising technology for this ap-

plication.

“Deep learning” neural network approaches 

are particularly well-suited to analyzing data 

in multiple dimensions (x and y location coor-

dinates; color; intensity; and, in videos, time). 

The “deep” refers not to the profundity of the 

learning, but rather to a hierarchy of dimen-

sions in the data. It’s this technology that is 

letting engineers identify photos of cats on the 

Internet. Perhaps in the near future, smart ma-

chines could watch video taken by drones and 

security cameras and deter-

mine whether something bad 

is happening.

The most capable systems in 

this task category are capable 

of “learning” in that their de-

cisions get better with more 

data, and they “remember” 

previously ingested informa-

tion. IBM’s Watson, for ex-

ample, can be fed more and more documents 

as they become available over time; that’s 

what makes it well suited for keeping track of 

cancer research, for example. Other systems 

in this category can get better at their cogni-

tive task by having more data for training 

purposes. As more documents that have been 

translated from Urdu to Hindi become avail-

able to Google Translate, for example, it should 

get better with its machine translations across 

those languages. 

When implemented 
broadly across an 
organization, the 

benefits of RPA can 
add up quickly.
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Performing digital tasks. One of the more 

pragmatic roles for cognitive technology over 

the past few years has been to automate ad-

ministrative tasks and decisions. Companies 

typically have thousands of such tasks and de-

cisions to perform, and it was realized early on 

that if they could be expressed in a formal logic, 

they could be automated. 

In order to make this possible, a couple of 

technical capabilities were necessary. One was 

the expression of the decision logic itself; this 

came to be known as “business rules.” Rules 

can bring precision, consistency, speed, and 

computer-driven efficiency to operations. They 

can be embedded in any sort of computer pro-

gram, but they are much easier to manage 

and modify when they are incorporated into a 

“rules engine,” for which there are a variety of 

vendors.

In addition to business rules, administrative 

task automation also needed technologies that 

could move a case or task through the series 

of steps required to complete it. In the early 

days of business rules, that technology was 

“workflow” (also known as “business process 

management,” “case management,” or an “or-

chestration engine”; the most recent version is 

“complex event processing,” or CEP). Regard-

less of the name, its role was to move a case or 

project through a series of information-orient-

ed tasks to completion. 

Over the past couple of decades, business rules, 

workflow, and CEP technologies have been 

used to support a wide variety of administra-

tive tasks, from insurance policy approvals to 

IT operations to high-speed trading. While 

these tools can be somewhat inflexible and 

don’t generally learn over time, they have pro-

vided a lot of value to organizations. In insur-

ance, for example, they are widely used for 

policy underwriting and approvals. Their ad-

aptation to a changing business environment 

has been aided by the relative ease of modify-

ing rules; in many cases, this can be done by 

a business user. Some rule-based systems are 

still being implemented for smaller logic-based 

decisions that require a definite answer versus 

a probabilistic one.

More recently, companies have begun to em-

ploy RPA for digital tasks.8 Contrary to its 

name, this technology does not involve actual 

robots; it makes use of workflow and business 

rules technology to perform digital tasks. It can 

automate highly repetitive and transactional 

tasks, and is usually easily configured and 

modified by business users. It typically inter-

faces with multiple information systems as if 

it were a human user; this is called “presenta-

tion layer” integration. RPA technology doesn’t 

learn or improve its performance without hu-

man modification, but some vendors are begin-

ning to claim some learning capabilities. 

Examples of service industries and processes in 

which this technology is popular include bank-

ing (for example, for back-office customer ser-

vice tasks, such as replacing a lost ATM card), 

The rise of cognitive work (re)design
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insurance (process claims and payments), 

information technology (monitoring system 

error messages and fixing simple problems), 

and supply chain management (processing in-

voices and responding to routine requests from 

customers and suppliers).

There are substantial benefits from this type of 

automation, even though it is one of the less 

exotic forms of cognitive technology. The per-

formance gains can approach 30 or 40 percent 

improvement in the cost and time to perform 

a process.9

When implemented broadly across an organi-

zation, the benefits of RPA can add up quickly. 

A case study of its application at Telefonica 

Ó2—the second-largest mobile carrier in the 

United Kingdom—found that, as of April 2015, 

the company had automated over 160 process 

areas involving between 400,000 and 500,000 

transactions.10 Each of the process areas em-

ployed a software “robot.” The overall return 

on investment of this technology was between 

650 and 800 percent. That’s a better payoff 

than most companies achieved from most oth-

er approaches to process improvement.

Performing physical tasks. Physical task 

automation, of course, is the realm of robots. 

Though humans love to refer to all automation 

technologies as robots, the classic usage of the 

term is “a machine resembling a human be-

ing and able to replicate certain human move-

ments and functions automatically.”11 In 2015, 

more than 250,000 robots were installed in 

industrial processes across a variety of manu-

facturing industries.12

Robots seem to be evolving in several direc-

tions. Some robots are designed from the  

beginning to provide human support. They in-

clude robotic surgery, remotely piloted drone 

aircraft, and “telecommand” mining machin-

ery. Surgical robots, for example, are driven by 

human surgeons, but provide them with “su-

perpowers” like better vision, straighter cutting 

and sutures, and reliable execution of repeated 

motions. Historically, robots that replaced hu-

mans required a high level of programming to 

do repetitive tasks. They had to be segregated 

from humans because their movements could 

be dangerous to us. A new type of robots, how-

ever—often called “collaborative robots”—can 

work alongside humans; they move slowly and 

stop when they touch anything. These oppor-

tunities for human-robot collaboration could 

be designed into the process, perhaps with 

some iteration over time as organizations be-

come more familiar with collaborative robots. 

Some robots are already somewhat autono-

mous once programmed, but they are quite 

limited in their flexibility and their ability to 

respond to unexpected conditions. More in-

telligent robots would be able to, for example, 

look around the proximate area if a part isn’t 

found in the expected location. As robots de-

velop more intelligence, better machine vision, 

and greater ability to make decisions, they 

could become a combination of other types of 
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cognitive technologies, but with the added abil-

ity to transform the physical environment. IBM 

Watson software, for example, has been trans-

planted into several types of robots. FANUC, a 

Japanese company that is one of the world’s 

largest robot makers, acquired a Japanese 

deep learning software company, and hopes 

to make its robots more autonomous using the 

learning capabilities. As a news article put it, 

Preferred Networks’ expertise should allow 

FANUC’s customers to link their robots in new 

ways. It should also enable the machines to 

automatically recognize problems and learn to 

avoid them, or find workarounds in conjunc-

tion with other machines.13

Similar capabilities are likely to emerge for the 

“mobile robots” known as autonomous vehicles. 

Gill Pratt, a Defense Advanced Research Proj-

ects Agency (DARPA) program manager who 

later became head of the Toyota Research In-

stitute, wrote in 2015 that a major change in 

vehicle intelligence will take place when their 

intelligence is primarily in the cloud and when 

vehicles can learn from each other’s experienc-

es.14 These developments suggest that autono-

my and awareness are long-term destinations 

for devices that perform physical tasks, and 

that the worlds of artificially intelligent soft-

ware and robots are converging. 

Some processes, of course, may involve mul-

tiple types of tasks. Tasks may be combined 

or transformed in applications; some text and 

images, for example, are converted into num-

bers for analysis. A customer service applica-

tion may involve speech recognition, image 

processing, and machine learning predictions 

of what is most likely to satisfy the customer. 

Such combinations are increasingly common 

with business applications of cognitive tech-

nology. 

It’s important to note that in all of these areas 

there are still important roles for humans to 

play. As I’ve argued (with my co-author Julia 

Kirby) in a recent book,15 the most likely fu-

ture of many processes involves smart humans 

working alongside smart machines. While 

there is some possibility of job loss from full au-

tomation, most processes can benefit from hu-

man oversight, and machines still need some 

guidance. A redesign effort can determine the 

tasks within a process for which humans are 

best suited, and those that can be done primar-

ily by machines. 

It’s also important to remember that cognitive 

technologies perform tasks, not jobs or entire 

processes. It seems that whatever the task, a 

smart machine can be created to perform it. 

But a human worker within a business process 

can typically perform a variety of tasks. Not un-

til we reach the age of “general artificial intel-

ligence” or “the singularity” will this situation 

change. This suggests that cognitive work rede-

sign efforts within companies should focus on 

how specific tasks that are supported with cog-

nitive tools fit within broader processes. This 

is also a better method for thinking about how 

The rise of cognitive work (re)design
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humans can be redeployed to activities and 

tasks within processes that make the best use 

of their capabilities. 

COGNITIVE PROCESSES:  
REDESIGN NEEDED

IN general, cognitive technologies fit best 

where there is a substantial amount of knowl-

edge needed to make the process effective. 

Given that cognitive technologies create (from 

data) and apply knowledge, there are business 

process contexts for which they are particularly 

suited. These have historically been processes 

like product development, health care delivery, 

and decision making around capital invest-

ments, mergers and acquisitions, and strategy. 

The attributes of likely candidates include the 

following types of situations: 

A knowledge bottleneck—knowledge is 

unevenly distributed but broadly need-

ed. Knowledge bottlenecks exist where there 

is substantial knowledge available in one part 

of a process, but a shortage of it in another. 

Medical diagnosis and treatment is a classic 

example. In cancer care, for example, there is 

substantial knowledge available in academic 

cancer centers but much less available to the 

average general medical practitioner—particu-

larly someone in a remote area. A cognitive sys-

tem can capture the knowledge of the expert 

(albeit with difficulty, as early results of cog-

nitive cancer treatment systems suggest) and 

make it available much more broadly. Sofie, the 

cognitive system for veterinarians from vendor 

LifeLearn, is a similar solution to a knowledge 

bottleneck that is particularly severe, given the 

broad range of animal species for which veteri-

narians are expected to provide knowledgeable 

care. Sofie extracts knowledge from the medi-

cal literature on animal health and makes it 

broadly available to veterinarians.16

Knowledge is too expensive. In some pro-

cesses, the requisite knowledge may be avail-

able, but is too expensive—perhaps because 

the knowledge is scarce, or its practitioners 

are well compensated. The expense could limit 

the breadth of its application. For example, 

providers of investment advice have typically 

charged a fee of 1 percent of invested assets or 

more. Many less well-off investors don’t want 

to spend that much. And cognitive technolo-

gies are now supporting “robo-advisors” that 

charge less; for a $35,000 portfolio, for ex-

ample, several robo-advisors charge between 

0 and 0.38 percent.17 College education, widely 

viewed as too expensive for many students, 

may also benefit in the future from cognitive 

technologies such as adaptive learning. 

Too much data or knowledge for the 

human brain to master. There are also 

processes in which we have little choice about 

employing cognitive technologies, simply be-

cause there is too much data and analysis in 

the process for the human brain to master.18 In 

automated digital advertising (also known as 

“programmatic buying”), for example, a set of 

complex calculations (including cost compari-

The rise of cognitive work (re)design
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sons, auction bidding, and personalization to 

the user) must take place within approximately 

200 milliseconds so that an ad can be served on 

a publisher’s website.19 No human brain could 

make such calculations in that time frame. The 

soaring amount of knowledge about cancer 

treatment has also been cited as a rationale for 

cognitive diagnosis and treatment approaches 

to the disease. 

Need for high decision quality and con-

sistency. Typical applications of previous 

generations of cognitive tech-

nology (rule-based systems 

in particular) included auto-

mated underwriting systems 

in insurance and automated 

consumer credit issuance 

systems in banking. These 

are high-volume processes in 

which an ongoing high level 

of performance is critical.20 

Rule-based systems are not 

as capable as more modern cognitive technolo-

gies, but there are contemporary technologies 

that can support these decision-quality and 

consistency objectives. 

Regulatory requirements. Regulators may 

require a certain approach to decision making 

or to descriptions of decisions. While regula-

tors do not require companies to use cogni-

tive technologies, these tools may be helpful in 

achieving regulatory compliance. For example, 

some firms are creating anti-money laundering 

“suspicious activity reports” with automated 

text generation technologies. Having machines 

do these relatively structured tasks can free 

human knowledge workers to perform more 

value-adding roles. 

Virtually all business processes require data 

and information to function, and some data-

intensive processes may also be suitable for 

improvement through data-derived knowl-

edge; that is, analytics. In the traditionally 

transactional process of order management, 

for example, customer orders 

might be treated differently 

based on their lifetime value 

predictions. Sales processes 

could be redesigned around 

the likelihood of converting 

a lead to a sale or to assess a 

customer’s propensity to buy. 

These types of models, as they 

become more detailed and 

granular, often require ma-

chine learning rather than traditional analytics. 

COGNITIVE WORK REDESIGN AT  
VANGUARD

TO see how these concepts can be put into 

practice, let’s look at how the Vanguard 

Group approached using cognitive tech-

nologies in one of its client-facing activities.

In 2015, the Vanguard Group, an investment 

management company that manages over $4 

trillion in assets,21 announced a new service for 

semi-automated investment advice called Per-

The rise of cognitive work (re)design
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sonal Advisor Services.22 The three-year proj-

ect involved product, technology, and process 

design, as well as the redesign of the role of 

investment advisor at the company. This dis-

cussion focuses primarily on the work process 

design and role changes, but it’s also important 

to mention that the advising product that Van-

guard chose to offer was relatively straightfor-

ward. That made it ideal for a cognitive-based 

intervention, given the relatively early stage 

of those technologies. Investment advice is, of 

course, a knowledge-based offering, so cogni-

tive technologies are appropriate for support-

ing its delivery.

The Personal Advisor Services product pri-

marily involves basic investment analysis and 

retirement planning, although it can also ad-

dress college planning and saving for a home. 

As with most of Vanguard’s business, its analy-

sis largely involves index funds and exchange-

traded funds (ETFs) as the investment vehicles 

it chooses from. These are relatively simple 

investments, and Vanguard already possessed 

recommendations for what types of funds were 

appropriate for different investors’ ages and 

risk preferences. 

The goal of the new offering was to have an 

intelligent system take over many of the tasks 

of investment advising, including constructing 

a customized portfolio, rebalancing portfolios 

over time, tax loss harvesting, and tax-efficient 

investment selection (figure 1). The system 

took over some tasks from advisors, including 

acquiring basic information from customers 

and presenting financial status information to 

them. This was sometimes considered tedious 

for human advisors anyway.

The new process required customers to input 

more information about themselves, and to 

Digital experience

Advisor

Understands investment goals.

Customizes an implementation plan.

Provides investment analysis and retirement planning.

Develops retirement income and 
Social Security drawdown strategies.  

Serves as a behavioral coach.

Monitors spending to encourage accountability.

Offers ongoing wealth and financial
  planning support.

Addresses estate planning considerations.

Engages clients virtually.

Tracks aggregated assets in one place.

Minimizes taxes.

Rebalances portfolio to target mix.

Provides goals-based forecasting in real time.

Generates a financial plan.

Vanguard
Personal Advisor Services ®

Note: The “digital experience” includes, but is not limited to, an intelligent system.
Source: Vanguard Group, 2017.

Figure 1. The role of cognitive technologies in delivering Vanguard Personal Advisor Services

The rise of cognitive work (re)design
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furnish information about non-Vanguard as-

sets to their advisor or directly to the system. It 

made somewhat complex information (for ex-

ample, about Monte Carlo simulations of how 

long a portfolio would last in retirement) avail-

able to customers, and gave them the ability 

to override actions that the automated system 

planned. 

For advisors, the new work process required 

them to undertake some new roles. Several 

of them were actively involved in the product 

and process design. The primary description of 

their new role was to be an “investing coach,” 

able to answer investor questions, encourage 

healthy financial behaviors, and be, in Van-

guard’s words, “an emotional circuit breaker” 

to keep investors on plan.23 Advisors were en-

couraged to learn about behavioral finance to 

perform these roles effectively. To keep costs 

down and preserve face-to-face contact with 

investors, advisors were encouraged to employ 

videoconferencing technology for occasional 

meetings.

The business goals for the new offering were 

to further lower the cost of advice and to make 

customized advice available to investors with 

lower assets. Both goals were met by the new 

offering. Vanguard lowered its own fees for 

ongoing asset management advice to 30 ba-

sis points, substantially less than the industry  

average of around 1 percent. Minimum asset 

requirements for customized portfolios and ad-

vice was reduced from $500,000 to $50,000.24 

And Vanguard has accumulated assets under 

management rapidly in the program—they are 

now over $65 billion.25

HOW WOULD COGNITIVE WORK  
REDESIGN WORK?

COMPANIES are just beginning to seize 

on the work redesign idea for cogni-

tive technologies. Thus far, many have 

“paved the cow path” by automating the basic 

existing work process, particularly with RPA 

technology. Simply automating existing work-

flows can be a fast way to get to implementa-

tion and return on investment, but it can miss 

an opportunity for substantial improvement in 

the process. 

In essence, work redesign is an instance of  

“design thinking,” which has largely been devel-

oped since the first generation of reengineer-

ing. Design thinking can involve the design 

of products, strategies, facilities, and work 

processes. At least one cognitive technology 

expert—Manoj Saxena, the chairman of Cogni-

tive Scale, and former general manager of IBM 

Watson—argues that design thinking is a use-

ful method for harnessing cognitive technol-

ogy.26 It seems likely that some components of 

design thinking could be added to a synthetic 

approach to cognitive process redesign. Some 

of the principles of design thinking that can be 

applied in this context include:

Understand customer (end user) needs. 

In processes, the customer is the person or unit 

that receives the output of the process. That 

may (and often should) be an external custom-
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er if the process is defined broadly; it may also 

be an internal customer. In either case, cogni-

tive process designers should interview and 

spend time with customers to understand their 

met and unmet needs, the job that the process 

is performing for them, and how a cognitive 

technology solution might make it better. The 

customers may not understand the capabilities 

of cognitive technology, so process designers 

may have to translate customer needs into cog-

nitive capabilities. 

Work collaboratively, and include peo-

ple who perform the process. Reengineer-

ing had difficulties in part because it didn’t 

involve people who performed the process to 

be redesigned. There is a “practice” dimension 

of work processes that involves workarounds, 

extraordinary steps to meet customer needs, 

and departures from official procedure.27 In-

volving those who do the work not only helps 

capture the practice dimension, but can also 

facilitate buy-in once the process has been de-

signed. This can be particularly important for 

knowledge workers, who may not be interested 

in being told how to do their jobs.28 Other par-

ticipants in the process might include process 

design experts, cognitive technology experts, 

and customers or their representatives.

Design iteratively and experimentally. 

To test a new process design in action, it’s im-

portant to create prototypes and pilots to as-

sess different aspects of the design. Scale-up 

can happen later. If possible, consider breaking 

the design effort into stages in which different 

aspects can be piloted or experimented with 

over time. Try to accomplish something visible 

each week. In short, this is an “agile” approach 

to cognitive work redesign. Neither business 

process reengineering nor large cognitive proj-

ects have historically been particularly agile, so 

this is a departure from the norm. 

Keep the cognitive enablers in mind. A 

key principle of design thinking is to connect 

technology possibilities with customer needs. 

In order to do that, the team doing the cognitive 

process design project should have a high level 

of familiarity with the capabilities of cognitive 

technology, key cognitive technology families, 

common use cases, and so forth. Some exam-

ples of these capabilities and use cases include 

image and speech recognition, creating more 

granular and personalized marketing models, 

or automating back-office digital tasks. A cog-

nitive expert on the team could educate other 

team members on this.

Consider multiple alternatives. One dan-

ger in a design exercise is often converging too 

rapidly on a particular design or technology. It 

is often more valuable to think of a portfolio 

of technologies and process innovations that 

can be tested against the needs of the process 

and its customers. Since cognitive technol-

ogy includes a variety of technology types, this 

should be easy to do. 

Start with easy and relatively inexpen-

sive problems. Typical design thinking may 
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not advise starting with simple, inexpensive 

business problems, but that can be good advice 

for cognitive work redesign. Cognitive “moon-

shots” have often proven to be very expensive, 

at least in the early days of this technology. 

“Picking low-hanging fruit” appears to be a 

more successful strategy for cognitive tech-

nology for now. For example, in advertising, 

cognitive technology (machine learning in par-

ticular) has been quite successful with digital 

ads, which are inexpensive. The cost of a bad 

algorithm is quite low. In television advertis-

ing, however, ads can be very expensive—and 

the industry is probably wise to rely largely on 

human decision making at this point. 

It will probably also be useful to employ at least 

some of the typical tools used in reengineering 

and other process-centric methods—such as 

understanding and measuring the current pro-

cess and laying out the steps and flows of the “to 

be” process—in a quick, agile fashion. In addi-

tion, it’s important to describe the specific “di-

vision of labor” between humans and machines 

at different steps within the process. One call 

center company, for example, determined that 

only humans were able to deal with the breadth 

of call topics from customers calling in for ser-

vice. So it employs humans for the initial triage 

of calls, and then connects customers to one of 

more than a thousand “bots” to handle detailed 

questions. Another company—a financial asset 

management and brokerage firm—chose the 

opposite approach, designing the bot to handle 

first-line questions and deploying humans to 

address detailed questions on particular top-

ics. There’s no one right answer to this sort of 

question—only a solution that fits your situa-

tion and strategy.

In the future, we expect to see more efforts 

to use cognitive technologies to redesign key 

aspects of work. Companies will likely use a 

blend of participative, iterative methods to 

incorporate these powerful cognitive tools to 

capture, apply, and distribute knowledge more 

effectively within their enterprises. Through 

these synthetic methods, they can determine 

the right “division of labor” among smart hu-

mans and smart machines. Those who use 

process-based thinking can be more likely to 

achieve their business goals, please their cus-

tomers, and get returns on their investments. •
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